Various aspects of Travelling Salesman Problems

# Main objective:

Main objective is to find out and describe the various aspects of Travelling Salesman Problems, exact problem definition, detailed background theory, suggested solutions/ methods/algorithms/methodologies, algorithm, Implementation, and findings along with the conclusion.

# Exact problem definition And Detailed background theory:

TSP is a special case of the travelling purchaser problem.

In the theory of computational complexity, the decision version of the TSP (where, given a length *L*, the task is to decide whether the graph has any tour shorter than *L*) belongs to the class of NP-complete problems. Thus, it is possible that the worst-case running time for any algorithm for the TSP increases super polynomially (or perhaps exponentially) with the number of cities.

The problem was first formulated in 1930 and is one of the most intensively studied problems in optimization. It is used as a benchmark for many optimization methods. Even though the problem is computationally difficult, a large number of heuristics and exact methods are known, so that some instances with tens of thousands of cities can be solved completely and even problems with millions of cities can be approximated within a small fraction of 1%.

The TSP has several applications even in its purest formulation, such as planning, logistics, and the manufacture of microchips. Slightly modified, it appears as a sub-problem in many areas, such as DNA sequencing. In these applications, the concept *city* represents, for example, customers, soldering points, or DNA fragments, and the concept *distance* represents travelling times or cost, or a similarity measure between DNA fragments. In many applications, additional constraints such as limited resources or time windows may be imposed.

The origins of the travelling salesman problem are unclear. A handbook for travelling salesmen from 1832 mentions the problem and includes example tours through Germany and Switzerland, but contains no mathematical treatment.

The travelling salesman problem was mathematically formulated in the 1800s by the Irish mathematician W. R. Hamilton and by the British mathematician Thomas Kirkman. Hamilton’s Icosia Game was a recreational puzzle based on finding a Hamiltonian cycle.  The general form of the TSP appears to have been first studied by mathematicians during the 1930s in Vienna and at Harvard, notably by Karl Menger, who defines the problem, considers the obvious brute-force algorithm, and observes the non-optimality of the nearest neighbour heuristic:

We denote by *messenger problem* (since in practice this question should be solved by each postman, anyway also by many travelers) the task to find, for ﬁnitely many points whose pairwise distances are known, the shortest route connecting the points. Of course, this problem is solvable by finitely many trials. Rules which would push the number of trials below the number of permutations of the given points, are not known. The rule that one first should go from the starting point to the closest point, then to the point closest to this, etc., in general does not yield the shortest route

Hassler Whitney at Princeton University introduced the name *travelling salesman problem* soon after.[[5]](http://en.wikipedia.org/wiki/Travelling_salesman_problem#cite_note-5)

In the 1950s and 1960s, the problem became increasingly popular in scientific circles in Europe and the USA. Notable contributions were

made by George Dantzig, Delbert Ray Fulkerson and Selmer M. Johnson at the RAND Corporation in Santa Monica, who expressed the problem as an integer linear program and developed the cutting plane method for its solution. With these new methods they solved an instance with 49 cities to optimality by constructing a tour and proving that no other tour could be shorter. In the following decades, the problem was studied by many researchers from mathematics, computer science, chemistry, physics, and other sciences.

Richard M. Karp showed in 1972 that the Hamiltonian cycle problem was NP-complete, which implies the NP-hardness of TSP. This supplied a mathematical explanation for the apparent computational difficulty of finding optimal tours.

Great progress was made in the late 1970s and 1980, when Grötschel, Padberg, Rinaldi and others managed to exactly solve instances with up to 2392 cities, using cutting planes and branch-and-bound.

In the 1990s, Applegate, Bixby, Chvátal, and Cook developed the program *Concorde* that has been used in many recent record solutions. Gerhard Reinelt published the TSPLIB in 1991, a collection of benchmark instances of varying difficulty, which has been used by many research groups for comparing results. In 2006, Cook and others computed an optimal tour through an 85,900-city instance given by a microchip layout problem, currently the largest solved TSPLIB instance. For many other instances with millions of cities, solutions can be found that are guaranteed to be within 2-3% of an optimal tour.

# Suggested solution/algorithms And algorithm along with the dry execution:

The traditional lines of attack for the NP-hard problems are the following:

* Devising algorithms for finding exact solutions (they will work reasonably fast only for small problem sizes).
* Devising "suboptimal" or heuristic algorithms, i.e., algorithms that deliver either seemingly or probably good solutions, but which could not be proved to be optimal.
* Finding special cases for the problem ("subproblems") for which either better or exact heuristics are possible.

**Computational complexity**

The problem has been shown to be NP-hard (more precisely, it is complete for the complexity class FPNP ), and the decision problem version ("given the costs and a number *x*, decide whether there is a round-trip route cheaper than *x*") is NP-complete. The bottleneck travelling salesman problem is also NP-hard. The problem remains NP-hard even for the case when the cities are in the plane with Euclidean distances, as well as in a number of other restrictive cases. Removing the condition of visiting each city "only once" does not remove the NP-hardness, since it is easily seen that in the planar case there is an optimal tour that visits each city only once (otherwise, by the triangle inequality, a shortcut that skips a repeated visit would not increase the tour length).

**Complexity of approximation**

In the general case, finding a shortest travelling salesman tour is NPO-complete. If the distance measure is a metric and symmetric, the problem becomes APX-completeand Christofides’s algorithm approximates it within 1.5.

If the distances are restricted to 1 and 2 (but still are a metric) the approximation ratio becomes 8/7. In the asymmetric, metric case, only logarithmic performance guarantees are known, the best current algorithm achieves performance ratio 0.814 log(*n*)  it is an open question if a constant factor approximation exists.

The corresponding maximization problem of finding the *longest* travelling salesman tour is approximable within 63/38. If the distance function is symmetric, the longest tour can be approximated within 4/3 by a deterministic algorithm and within ![\tfrac{1}{25}(33+\varepsilon)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFIAAAAYBAMAAACbwbeiAAAAMFBMVEX///8WFhYMDAxAQEDm5ua2trZ0dHQwMDBiYmKenp4EBARQUFCKiorMzMwiIiIAAAC2pGT7AAAAAXRSTlMAQObYZgAAAZZJREFUKBWNkrFLQlEUxr/Kpz7S7A0NbTa4WzlELY8gEBoUcqrBwH/gDdUQDQ+UCFpem6NFjYG4NiQULRU55eiF1gKHIGixc857yk2ROnh+95zvfNd331UA+KD8Vzxe/8vGpsAZbY3fEc7LLHA+ATunmQDDm/Y0Z9yB4WLJx7ARbc0ZyWO6hhdPMOKMeCz5T58ATEVOgTiV0Ifp8Oo7SyIdMgWAEiVAl9bq1y537wzjqg9aFSVFvHGRBub9hjlHaTboOAJWFANoF/AMHPgN81LKN6Zg4LyXwQ16fnTBBwGKbh8DZ/YhT1qZMohPOqWNxKwAWLSsc8tSNHTFoDnpBnIOEkmBDJXQbMmyIhSkgEkPnbRAFCUM2wB9jmCc7OP2uykvF/WwagvEo4TxDDapSCGLbbtiU1mivFumf4iAmv4tnS2QiCSKSHgu6+uMX6G0LlaHgVzruET3MOVpAykdTZjh91pDM1QDQkobjJRbpITTBP65qyNjTeDvr2KjJs4YP2BM8FUZlddC3UiOcehyp9dDtUxb/oofA5Ntdoe1fhsAAAAASUVORK5CYII=) by a randomised algorithm.

**Exact algorithms**:

The most direct solution would be to try all permutations (ordered combinations) and see which one is cheapest (using brute force search). The running time for this approach lies within a polynomial factor of ![O(n!)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC4AAAAVBAMAAADLKsFqAAAAMFBMVEX///8iIiJAQEB0dHQWFhaKiooMDAzMzMwEBAS2trYwMDDm5uZiYmJQUFCenp4AAADG+azRAAAAAXRSTlMAQObYZgAAASlJREFUGBmFkLFKw1AUhr80iaaNTfoG+gBFgqOTTyABBxfBgjg4CJl1iLi4Bl/AiAiKyxWhiIuhi4MWMzgqdHAVu0hBHDw3bRo3z3K+/+PcHE7g33qYTphJgR9PfQV2OPG3AVca7zLqR7A30ZykBc9ui3iBy9LHOY0BdHMRnxErpb/P8FK40DkOzQXddfkBDKn/aN4MDFm7ka4tKxyhVWoj7Z8HVgLBYdLImRE6wznQfl45Cm//CyPHiuANvyXa/caX5g31RwwFvbFvjvAlNVvEippM9LA60uIAR15bmT7EFtHGlr3uLsU2P2FrTiycwym8h9AI5DoY3dAV2pFn7f6jTOi7luA1Q/4bHTHjcjslSbfzKixWiBFV4bpCjv+wl1UhrRDWp8FU/AIOjEeJdBGnpgAAAABJRU5ErkJggg==), the factorial of the number of cities, so this solution becomes impractical even for only 20 cities. One of the earliest applications ofdynamic programming is the Held–Karp algorithm that solves the problem in time ![O(n^2 2^n)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEQAAAAXBAMAAABAJ/TYAAAAMFBMVEX///8iIiJAQEB0dHQWFhaKiooMDAzMzMwEBAS2trYwMDDm5uZiYmJQUFCenp4AAADG+azRAAAAAXRSTlMAQObYZgAAAaVJREFUKBVlkbtrFFEUxn+7O2tmdrIzW9gb+yBDOsXCP0BkIIVNwIWQQlDYWosVGwubwXrFFREVmwmBBILFJU1As8kUFhYKW9iK08hiCI7nzGMf7Cnu9zjfvefOHViqwedoyVs0XOM8X3SWlJPyb8ksjeMSI3eSs0/vbiY0iqG/TkYxNMNqbz3h5dWE8AEpfFT30OA8g0dVgg0cw2Xc1OkW9sqO9L7ChyriGbcOr4Jmp51Aawz7gvzucauKDA6u2wn+sG6sAXhDeK+tfthYU5RaybLUWsPvtHrtU9EpzoX694Ka3HZruHkjVinVNznAHer5F56NrQiCp1FLx2p9q7JvsJ+ocSW2Y7zHf6iVEeev2lo/ZKaAe44v4KXYodpgjXOQ5aiItCf4cnC7Q19A620Bsh5hdQX6AXZPthp9IK3VkKhgrNOU67oP4ZJYfsT2at7ZhKSMyHmv4WcorxjIA8JkTzvO7ZORKSP35fetj76I0qfbgO95x86yTLbl1S1Rhs3o1FPSrAYKv7bQmYpab0rZndF59mJOeGZOzOhwRuHuvKh4I+Y/xHZnOxu2HuIAAAAASUVORK5CYII=).

Improving these time bounds seems to be difficult. For example, it has not been determined whether an exact algorithm for TSP that runs in time ![O(1.9999^n)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAF0AAAAVBAMAAADWVP/xAAAAMFBMVEX///8iIiJAQEB0dHQWFhaKiooMDAzMzMwEBAS2trYwMDDm5uZiYmJQUFCenp4AAADG+azRAAAAAXRSTlMAQObYZgAAAYNJREFUKBWdkT0sQ2EUhp/0V+/Xpl0w6mRB0jCJydhODEahwWCQNLHYKjEYLB3ETEiIhDQiBovOaDRikko6mISwET/hnHtDbr+UwU3uc95z3vf7cnIv/PuJF/44ak7nqwx6gYfzalnUmLwH7iTaV4dmhCOVJI7GOK4QWxZ/HWJ5N79QCKaxcMKaGyE6I5krcEqYvWE3n4M3LIxyA/tiH9UEjwVCGt1Q8A5zNnrJVrgTc0cTxRH6tbr5qORzFtim3iApK4sJExnaf/J69bQNdQk1CDyruGiQ1erts4t5wYK6OBnaFlV0lVnR6uUPS8EOLKhLokYyJdW8wpMOvDwDQ3lsqB1Pe/mELPXmy8OHdhbcfGhSjGIG5Jd9328wz1hQl0CFsFxt5kTP6sDbp5tECgvq4oy4kVspbOpgSw5PUWe1bENdIiUI91bPVOv/uv7cK5slEpc98i2aoREiLj0c+fRvctxnBBq+5hfZ6ZublK9pLWNp//ze37TUTtM0XGhqWzRD8AX2X4O1h+F6iAAAAABJRU5ErkJggg==) exists.

Other approaches include:

* Various branch-and-bound algorithms, which can be used to process TSPs containing 40–60 cities.
* Progressive improvement algorithms which use techniques reminiscent of linear programming. Works well for up to 200 cities.
* Implementations of branch-and-bound and problem-specific cut generation (branch-and-cut); this is the method of choice for solving large instances. This approach holds the current record, solving an instance with 85,900 cities, see Applegate et al. (2006).

An exact solution for 15,112 German towns from TSPLIB was found in 2001 using the cutting-plane method proposed by George Dantzig,Ray Fulkerson, and Selmer M. Johnson in 1954, based on linear programming. The computations were performed on a network of 110 processors located at Rice University and Princeton University (see the Princeton external link). The total computation time was equivalent to 22.6 years on a single 500 MHz Alpha processor. In May 2004, the travelling salesman problem of visiting all 24,978 towns in Sweden was solved: a tour of length approximately 72,500 kilometers was found and it was proven that no shorter tour exists.

In March 2005, the travelling salesman problem of visiting all 33,810 points in a circuit board was solved using *Concorde TSP Solver*: a tour of length 66,048,945 units was found and it was proven that no shorter tour exists. The computation took approximately 15.7 CPU-years (Cook et al. 2006). In April 2006 an instance with 85,900 points was solved using *Concorde TSP Solver*, taking over 136 CPU-years, see Applegate et al. (2006).

**Heuristic and approximation algorithms**:

Various heuristics and approximation algorithms, which quickly yield good solutions have been devised. Modern methods can find solutions for extremely large problems (millions of cities) within a reasonable time which are with a high probability just 2–3% away from the optimal solution.

Several categories of heuristics are recognized.

#### Constructive heuristics

The nearest neighbor (NN) algorithm (or so-called greedy algorithm) lets the salesman choose the nearest unvisited city as his next move. This algorithm quickly yields an effectively short route. For N cities randomly distributed on a plane, the algorithm on average yields a path 25% longer than the shortest possible path. However, there exist many specially arranged city distributions which make the NN algorithm give the worst route (Gutin, Yeo, and Zverovich, 2002). This is true for both asymmetric and symmetric TSPs (Gutin and Yeo, 2007). Rosenkrantz et al. [1977] showed that the NN algorithm has the approximation factor ![\Theta(\log |V|)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFMAAAAVBAMAAADInc9CAAAAMFBMVEX///8wMDAWFhaenp4EBASKiooiIiLm5uYMDAx0dHS2trZAQEBiYmJQUFDMzMwAAACTugAgAAAAAXRSTlMAQObYZgAAAeBJREFUKBWdkjFoFEEUhr+95Eh2c7sXsYpCsAsI4mkaBcF0JoViIwREtLFR0AXBKIgp4wpiCkExaC4hCGJzjRYSYXuNuUKQFMpWWonXaETE9X/r3uiplQ923//P+2bmzc7Cf0Qt+2PSa+fDmLtmojdrTy0fY+m0ZRej1G7ugjBveRlerPE7GRfbmjFMNOUwE6NwsKE8hlCVqR6SOwxeExLJXyH04zz4WjKDrTCbqriYUVH6C61ruytaRugeWFei3mLhX2i/thVtaB3OX56ZubA8gR0pIdq4F+OvPl5oFL1WdlCVMrTSYHI2z/MHHXYW6HIczTHNSqCievU6hBo31JtnsjY+vv9dBztdYt1u5yz1o3JCw03s6xoattktSWWCjlISfIdbPHGo/zWwSYbWWuWxhtk0tCp0MV6Jp2Vs1b5PQ6ZKtPhYJ5sc0VCx6joPN1IDhEbfXpoydCjFtyZvwHWlBN3XFu5LKoTyOTVlqKdOyosd0VDCvjiY4/j72ABDr5ko0MGmNnlW/C66gkdf2sHq85j+PD8nwNBtekq0UMXrkpMDZ7j6Ss7Qn2ENnOgatd3oar8Fgyr2orZPGQOnuioag70yPWig+S4OOPXhxVoq04N6ripRzX530m+dDzNuww+hxIVuiNBtrQAAAABJRU5ErkJggg==) for instances satisfying the triangle inequality. A variation of NN algorithm, called Nearest Fragment (NF) operator, which connects a group (fragment) of nearest unvisited cities, can find shorter route with successive iterations. The NF operator can also be applied on an initial solution obtained by NN algorithm for further improvement in an elitist model, where only better solutions are accepted.

Constructions based on a minimum spanning tree have an approximation ratio of 2. The Christofides algorithm achieves a ratio of 1.5.

The bitonic tour of a set of points is the minimum-perimeter monotone polygon that has the points as its vertices; it can be computed efficiently by dynamic programming.

Another constructive heuristic, Match Twice and Stitch (MTS) (Kahng, Reda 2004 ), performs two sequential matchings, where the second matching is executed after deleting all the edges of the first matching, to yield a set of cycles. The cycles are then stitched to produce the final tour.

**Iterative improvement**

**Pairwise exchange**

The pairwise exchange or *2-opt* technique involves iteratively removing two edges and replacing these with two different edges that reconnect the fragments created by edge removal into a new and shorter tour. This is a special case of the *k*-opt method. Note that the label *Lin–Kernighan* is an often heard misnomer for 2-opt. Lin–Kernighan is actually the more general k-opt method.

***k*-opt heuristic, or Lin–Kernighan heuristics**

Take a given tour and delete *k* mutually disjoint edges. Reassemble the remaining fragments into a tour, leaving no disjoint subtours (that is, don't connect a fragment's endpoints together). This in effect simplifies the TSP under consideration into a much simpler problem. Each fragment endpoint can be connected to 2*k* − 2 other possibilities: of 2*k* total fragment endpoints available, the two endpoints of the fragment under consideration are disallowed. Such a constrained 2*k*-city TSP can then be solved with brute force methods to find the least-cost recombination of the original fragments. The *k*-opt technique is a special case of the *V*-opt or variable-opt technique. The most popular of the *k*-opt methods are 3-opt, and these were introduced by Shen Lin of Bell Labs in 1965. There is a special case of 3-opt where the edges are not disjoint (two of the edges are adjacent to one another). In practice, it is often possible to achieve substantial improvement over 2-opt without the combinatorial cost of the general 3-opt by restricting the 3-changes to this special subset where two of the removed edges are adjacent. This so-called two-and-a-half-opt typically falls roughly midway between 2-opt and 3-opt, both in terms of the quality of tours achieved and the time required to achieve those tours.

***V*-opt heuristic**

The variable-opt method is related to, and a generalization of the *k*-opt method. Whereas the *k*-opt methods remove a fixed number (*k*) of edges from the original tour, the variable-opt methods do not fix the size of the edge set to remove. Instead they grow the set as the search process continues. The best known method in this family is the Lin–Kernighan method (mentioned above as a misnomer for 2-opt). Shen Lin and Brian Kernighan first published their method in 1972, and it was the most reliable heuristic for solving travelling salesman problems for nearly two decades. More advanced variable-opt methods were developed at Bell Labs in the late 1980s by David Johnson and his research team. These methods (sometimes called Lin–Kernighan–Johnson) build on the Lin–Kernighan method, adding ideas from tabu search and evolutionary computing. The basic Lin–Kernighan technique gives results that are guaranteed to be at least 3-opt. The Lin–Kernighan–Johnson methods compute a Lin–Kernighan tour, and then perturb the tour by what has been described as a mutation that removes at least four edges and reconnecting the tour in a different way, then *V*-opting the new tour. The mutation is often enough to move the tour from the local minimum identified by Lin–Kernighan. *V*-opt methods are widely considered the most powerful heuristics for the problem, and are able to address special cases, such as the Hamilton Cycle Problem and other non-metric TSPs that other heuristics fail on. For many years Lin–Kernighan–Johnson had identified optimal solutions for all TSPs where an optimal solution was known and had identified the best known solutions for all other TSPs on which the method had been tried.

**Randomised improvement**:

Optimized Markov chain algorithms which use local searching heuristic sub-algorithms can find a route extremely close to the optimal route for 700 to 800 cities.

TSP is a touchstone for many general heuristics devised for combinatorial optimization such as genetic algorithms, simulated annealing, Tabu search, ant colony optimization, river formation dynamics (see swarm intelligence) and the cross entropy method.

**Ant colony optimization**:

Main article: Ant colony optimization algorithms

Artificial intelligence researcher Marco Dorigo described in 1997 a method of heuristically generating "good solutions" to the TSP using a simulation of an ant colony called *ACS*(Ant Colony System). It models behavior observed in real ants to find short paths between food sources and their nest, an emergent behavior resulting from each ant's preference to follow trail pheromones deposited by other ants.

ACS sends out a large number of virtual ant agents to explore many possible routes on the map. Each ant probabilistically chooses the next city to visit based on a heuristic combining the distance to the city and the amount of virtual pheromone deposited on the edge to the city. The ants explore, depositing pheromone on each edge that they cross, until they have all completed a tour. At this point the ant which completed the shortest tour deposits virtual pheromone along its complete tour route (*global trail updating*). The amount of pheromone deposited is inversely proportional to the tour length: the shorter the tour, the more it deposits.

Analyst's travelling salesman problem

There is an analogous problem in geometric measure theory which asks the following: under what conditions may a subset *E* of Euclidean space be contained in a rectifiable curve (that is, when is there a curve with finite length that visits every point in *E*)? This problem is known as the analyst's travelling salesman problem or the geometric travelling salesman problem.

# Free software for solving TSP:

|  |  |  |  |
| --- | --- | --- | --- |
| **Name (alphabetically)** | **License** | **API language** | **Brief info** |
| Concorde | free for academic | only executable | requires a linear solver installation for its MILP subproblem |
| DynOpt | ? | C | an ANSI C implementation a dynamic programming based algorithm developed by Balas and Simonetti, approximate solution |
| LKH | research only | C | an effective implementation of the Lin-Kernighan heuristic for Euclidean traveling salesman problem |
| OpenOpt | BSD | Python | exact and approximate solvers, STSP / ATSP, can handle multigraphs, constraints, multiobjective problems, see its TSP page for details and examples |
| OptaPlanner | Apache License | Java | Open Source Java constraint solver with TSP and VRP examples. |
| R TSP package | GPL | R | infrastructure and solvers for STSP / ATSP, interface to Concorde |
| TSP Solver and Generator | GPL | C++ | branch and bound algorithm |
| MJC2 Free Vehicle Routing Software | ? | C++ | executable only |
| TSPGA | ? | C | approximate solution of the STSP using the "pgapack" package |